KPI Pipeline to Telegraf/Influx DB/Grafana
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1. Overview

TAS provides a mechanism to HTTP POST a JSON format of the Favorite
Measurements to a URL.

This documentation explains on how to publish “Favorites” KPls into Grafana
via Telegraf -> Influx DB -> Grafana Pipeline.
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2. Setup/Configure Influx DB

Influx DB is a time series database designed to handle high write and query

loads.
Once the Influx DB is running, navigate to http://localhost:8086 and user

should be greeted with this page:

Welcome to InfluxDB 2.0

Clicking “Get Started” will take you to this page:

Setup Initial User




Organizations are an umbrella under which your data and queries are
organized in 2.0. A bucket is the equivalent of a database. You can choose
whatever organization, bucket name, username, and password you like.
Clicking “Continue” will take you to this page:

You are ready to go!

Let's start collecting data!

expert!

Influx DB tokens for authentication can be found here:

Q@ influxdb
. admin
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3. Setup/Confiqgure Telegraf

Telegraf is an agent written in Go for collecting, processing, aggregating, and
writing metrics.

Telegraf is plugin-driven and has the concept of 4 distinct plugins. Out of
which we are using the below 2 plugins for our use case:

¢ |nput Plugins collect metrics from the system, services, or 3rd party APIs.
e Output Plugins write metrics to various destinations (Influx DB, MySQL
etc.)

= Service Input Plugin

In our use case, TAS is providing a mechanism to HTTP POST a JSON
format of “Favorites” measurements to a URL. So, Telegraf is
configured to use http_listener_v2 service input plugin.

The configuration changes can be set in the Telegraf configuration file

as below:
# Generic HTTP write listener
[[inputs.http_listener_v2]]
## Address and port to host HTTP listener on
service_address = ":8080"

## Path to listen to.
path = "/telegraf

## HTTP methods to accept.
methods = ["POST", "PUT"]

Data format to consume is JSON format in our use case scenario. Each
data format has its own unique set of configuration options, read more
about them here:
https://github.com/influxdata/telegraf/blob/master/docs/IDATA FORM
ATS INPUT.md



https://github.com/influxdata/telegraf/blob/master/docs/DATA_FORMATS_INPUT.md
https://github.com/influxdata/telegraf/blob/master/docs/DATA_FORMATS_INPUT.md

data_format = "json"

tag_keys = ["_run_","_test_"]
tagexclude = ["url", "host"]
json_name_key = "_target_"

json_time_format = "unix_ms"
json_timezone = "America/New_York"

Enable HTTP Basic Authentication by adding the below configuration
in the configuration file. Also, the user can enable HTTPS by adding
Service certificate and Key.

## Set one or more allowed client CA certificate file names to
## enable mutually authenticated TLS connections
# tls_allowed_cacerts = ["/etc/telegraf/clientca.pem"]

## Add service certificate and key
#tls_cert = "/usr/local/etc/telegraf/localhost.cer.pem"
#tls_key = "/usr/local/etc/telegraf/localhost.key.pem"

## Optional username and password to accept for HTTP basic authentication.
## You probably want to make sure you have TLS configured above for this.
basic_username "admin"

basic_password "password"

= Qutput Plugin

To start pushing Telegraf data to the Metrics platform, user just need
to add an Influx output plugin for writing metrics to a specific bucket in
Influx DB as described below:

e
# OUTPUT PLUGINS #
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# Configuration for sending metrics to InfluxDB

[[outputs.influxdb_v2]]
## The URLs of the InfluxDB cluster nodes.
## Multiple URLs can be specified for a single cluster, only ONE of the
## urls will be written to each interval.
## urls exp: http://127.0.0.1:8086
urls = ["http://localhost:80686"]

## Token for authentication.
token = "CTQScxAZ@Vhwm_7vFYfOKYYMPskVV4weachMn2hu7TRH1IMVNUJuT9I1FOk30U1_UuIP_CqAfzz6bECGWFz-MQ=="

## Organization is the name of the organization you wish to write tp; must exist.
organization = "landslide"

## Destination bucket to write into.
bucket = "userl"




4. Configure and Run Tests on TAS (Test Administration

Server)

TAS provides a mechanism to HTTP Post (JSON format) “Favorites”
measurements to URL (Telegraf/Influx DB/Grafana)

By clicking “HTTP POST” on Test Session, User can configure below HTTP
POST Output parameters which sends metrics on each interval to Influx DB
via Telegraf:

HTTP POST URL - The service address, port and path to host HTTP
listener, which is the same configuration in Telegraf.

Also, it allows multiple users to post different URLs based on Telegraf
configuration as below example:

#User 1 - http://10.39.132.97:8080/teleqgraf
#User 2 - http://10.39.132.97:8090/teleqgraf

JSON target - This is a measurement name user can input which is
conceptually similar to a table in Influx DB. Each user can have their
own bucket and separate table sharing across the same Influx DB
instance

Note- Target must be 1 to 32 characters only letters, numbers, _, -, or
BASIC AUTH Username — HTTP Basic Authentication Username
(configured in Telegraf)

Note- Username must be 0 to 32 characters only letters, numbers, _,
-, Or ..

BASIC AUTH Password — HTTP Basic Authentication Password
(configured in Telegraf)

Note- If username is filled out: Password must be 1 to 32 characters
ASCII.


http://10.39.132.97:8080/telegraf
http://10.39.132.97:8090/telegraf
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File Settings Logs Reports
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After configuring HTTP POST Output, click “Run” to run the test and send
measurements to Telegraf.

The measurements get converted to JSON format in the background as
below:

|| £ Test session-3:smsisimple Data Test 8 http://10.39.132.97:8080/telegraf —sending——>

_": “table1l",

‘Simple Data Test",

“_run_": "2020\/11\/10 13:17:00__RID-3",
interval_": 12,

"_elapsedTime_": 180,

Running indefinitely, stop test manually

Control | PassFail | PortCapture | Reports | Favorites | Info | Logs |

EBJW Tof 715 1 Gotointerval _IE @ “_actualTime_": 1605036006363,
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Start Telegraf to verify the live measurements being written to Influx DB in
line protocol format.

5. Exploring “Favorites” measurements on Influx DB

As the user can see, the “Favorites” measurements are being written to Influx
DB via Telegraf.

In the Influx DB Data explorer, the first column is Bucket which is equivalent
to database. The second column is measurement conceptually similar to
table. The third column shows fields where metrics are stored. And the other
columns are tag values where strings are stored.

+/* DataExplorer
BQ Dashboards
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-+ 2020/11/30 21:27:18__RID-3 « Simple Data Test

6. Setup Grafana

Grafanais a multi-platform open source analytics and interactive
visualization web application. Each user can have their own pre-configured
Grafana dashboard which periodically refreshes (configured to 10 secs)
showing live measurements through visualizations.


https://en.wikipedia.org/wiki/Multi-platform
https://en.wikipedia.org/wiki/Open_source
https://en.wikipedia.org/wiki/Interactive_visualization
https://en.wikipedia.org/wiki/Interactive_visualization

= Add Influx DB as a data source on Grafana

In the left menu, click on the Configuration > Data sources section.

Configuration

Data Sources
Users

Teams
Plugins
Preferences

APl Keys

In the next window, click on “Add datasource”.

There are no data sources defined yet

€ Add data source

«f ProTip: You can also define data sources through configuration files. Learn more

In the datasource selection panel, choose Influx DB as a datasource.



“s InfluxDB

#

Here is the configuration you have to match to configure Influx DB on
Grafana.

; Data Sources / InfluxDB

it Settings
InfluxDB B Default

Query Language

Flux

Support for flux in Grafana is currently in beta

Please report any issues to:
https://github.com/grafana/grafana/issues

Connection

URL http://localhost:8086
Organization landslide

Token configured

Default Bucket user1

Min time interval 15s




Click on “Save and Test”, and make sure that you are not getting any
errors.

= Add Flux queries in Grafana query explorer & Build a Grafana
dashboard

Click on “Create dashboard” and click on “Add new Panel’

Create

. Dashboard

#. Folder

i Import

Select Influx DB in the Query explorer and write Flux QL to create a Grafana
dashboard
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rom{bucket: "userl")
range(start: v.timeRangeStart, stop: v.timeRangeStop)
filter(fn: (r) r[*_measurement"] "tablel*
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And configure the time period (say Last 1 hour) and interval (say 10 seconds)
on the top right corner to refresh periodically and display live measurements
every 10 seconds on the Grafana dashboard.
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Live “Favorites” measurements on Grafana dashboard:

88 Landslide Test Results ¢ =




